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Abstract— In this paper, a microwave biosensor with unprecedented 
sensitivity based on encoded pulse propagation and microfluidics is 
theoretically investigated and experimentally demonstrated. The 
structure consists of a double-spiral transmission line on FR4 substrate 
electromagnetically coupled to a copper coiled capillary tube above it. 
The working principle for improved sensitivity consists of propagating 
an encoded sequence of short pulses (Walsh-Hadamard spreading code 
with variable temporal length) in a recirculating manner so that the 
pulses are deformed both due to dispersive and time-delay effects. Once 
the recirculation is finished, the energy of the code at the sensor output 
is calculated, providing an indicator directly related with the analyte 
concentration. The experimental results demonstrate the improved 
sensitivity of this sensor approach for the case of glucose with 2.9 mg/ml 
resolution. Furthermore, we demonstrate the potential of this technology as a sensor platform by investigating other 
chemical compounds such as isopropyl alcohol (IPA) and acetone with a sensitivity of 20% of the volume. Finally, the 
outstanding performance, both in terms of accuracy and sensitivity, situates the present multi-purpose approach 
within the state-of-the-art of microwave (bio)chemical sensors. 

 
Index Terms—Microwave sensors; biosensors; dispersion; code division multiplexing;   

 

 

I.  Introduction 

n the past three decades, the advance of electronics 

technology in different fields of knowledge has led to a 

myriad of devices focused on assisting our society with its daily 

tasks [1]. One such field that has greatly benefited from this 

advance is medical sciences, with significant impact on life 

support equipment and monitoring devices for the treatment 

and diagnosis of countless diseases, such as hepatitis C [2], 

cancer [3], tuberculosis [4], diabetes [5], among others [6]–[8]. 

Currently, these monitoring devices rely basically on 

electrochemical [9]–[11], optical [12]–[14], acoustic [15], [16], 

and microwave [17], [18] technologies. Although 

electrochemical sensors are comparatively more accurate than 

their counterparts, they have a short lifetime and need constant 

calibration [19] due to reagent degradation [20], [21]. Optical 

sensors are also highly accurate but can be expensive depending 

on the adopted technology [22]. Acoustic sensors, in turn, are 

considered as an option, but large area piezoelectric films made 

of flexible substrates are difficult to produce, therefore 

discouraging investments in this field [23]. Finally, microwave 

sensors (despite their limited accuracy up to this date) are low-

cost, easy to produce, and easily integrated with electronic 

systems [24]. In this sense, the scientific community has taken 
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a growing interest in developing new microwave sensor 

approaches and techniques to make them as accurate as their 

optical and electrochemical counterparts.  

   One microwave sensor type that has been drawing the 

attention of many research groups for a long time is the glucose 

sensor [25], [26]. Glucose sensors are of extreme importance 

for the diagnose and control of diabetes, a common disease 

affecting over 463 million individuals around the world in 

2019, according to the International Diabetes Federation [27]. 

Currently, the most accurate commercial blood glucose sensor 

is the Contour Next [28], with a 0.064 mg/ml deviation from 

the reference value. This electrochemical sensor based on 

oxidase enzyme reaction generates a small current proportional 

the glucose concentration when in contact with the blood 

sample. In most cases, each measurement takes a few minutes, 

preventing this technique from being used in real-time 

applications, particularly during surgical procedures where 

body fluid monitoring is of utmost importance  [29], [30]. As 

most surgeries are classified as an invasive process, extracting 

samples during the procedure is not a difficult task. This sample 

preparation process (classified as minimally invasive) is well-

suited for electromagnetic sensor technologies [31]. 

Most microwave sensors explore resonances whose position, 

magnitude, and/or shape are affected by the analyte 
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composition. At resonance, the electromagnetic wave 

amplitude becomes very high, allowing strong interaction with 

any material placed above the sensor [32]. Depending on the 

interaction magnitude, even slight changes in the material 

electromagnetic parameters (permittivity ε or permeability μ) 

can shift the resonant frequency (fr) [33]. This high sensitivity 

allows microwave sensors to measure the concentration of any 

substance in a sample, for instance, the glucose concentration.  

The glucose concentration (C) directly correlates with the 

analyte ε variation [34], causing a concentration-dependent 

frequency shift (Δfr) [35]. Thus, it is desirable to design sensors 

with wide Δfr for small C variations (ΔC), i.e., with high 

sensitivity (S = Δfr/ΔC). The quality factor (Q) is another aspect 

of this sensor technology because it directly affects how 

accurately Δfr is determined. To increase Q and S, and 

consequently the microwave sensor accuracy, many authors 

have resorted to resonant metamaterial cells, such as electric-

LC-resonator (ELC) [36], split-ring resonators (SRRs) [25], 

[37], complementary SRRs (CSRRs) [35], complementary 

ELC-resonator (CELC) [38], interdigital capacitor (IDC) [39], 

among others [40], [41]. Moreover, many authors have used 

polydimethylsiloxane (PDMS) microchannels to place the 

sample inside the strong EM field produced at resonance [25], 

[35], [37]–[39], [42]. The resonant frequency in [34], [36]-[39] 

is kept constant around fr for microchannels loaded with pure 

water. However, fr shifts to lower frequencies as the glucose 

concentration increases (0-100 mg/ml) [25], [35], [37]–[39]. In 

[36], the authors have created a bandstop filter based on ELC 

with fr = 3.41 GHz, achieving 20 mg/ml resolution for glucose 

concentrations ranging between 40 and 200 mg/ml. A 

resolution of 20 mg/ml has also been achieved for glucose 

concentrations in the range of 0-80 mg/ml in [33], and 20 to 100 

mg/ml in [41]. A resolution as low as 12.5 mg/ml has been 

achieved with SRRs/CSRRs metamaterial cells for glucose 

concentration ranging between 0 and 50 mg/ml [46]. Other 

sensor technologies are available in [43]–[48]. It is noteworthy 

mentioning also the approach proposed by Cui and Wang [49] 

to measure the permittivity of glucose aqueous solutions. Their 

approach, which constitutes a different class than those listed in 

Table 3, benefits from the extremely narrow dynamic range 

allowed by interferometric techniques, rendering it extremely 

sensitive in the range of 0.04–18.0 mg/ml for sample volumes 

down to 1 nL. Nevertheless, this approach is bulky and more 

difficult to integrate with other systems. 

In this paper, we introduce a novel multipurpose microwave 

(bio)sensor technology based on modulated orthogonal 

sequence codes (MOSC), microfluidics, and resonant coupling. 

To improve both sensitivity and resolution, we recirculate the 

encoded pulse sequence (Walsh-Hadamard spreading code) for 

as many times as necessary to achieve the desired performance.  

The pulse deformity is a function of the analyte concentration 

in an aqueous solution and arises due to the changes in the 

electric permittivity. Both theoretical and numerical (HFSS) 

approaches are employed to design and optimize the sensor 

structure/performance and to support the measured 

characterization data. The sensor structure consists of a double-

spiral transmission line on FR4 substrate electromagnetically 

coupled to a copper coiled capillary tube above it. Once the 

recirculation is complete, we calculate the energy of the code at 

the sensor output, which provides a numerical indicator related 

to the sample concentration. The experimental results have 

proven the enhanced sensitivity of this sensor approach for the 

case of glucose with 2.9 mg/ml resolution in a range that varied 

from 0 to 80 mg/ml. Moreover, we demonstrate the technology 

potential as a sensor platform by investigating other chemical 

compounds such as isopropyl alcohol (IPA) and acetone with a 

sensitivity of 20%.  

The paper is organized as follows: Section II describes the 

theoretical foundation involved in the novel methodology to 

measure concentration of three tested substances. Section III 

shows the approach of the sensor. Section IV presents the 

biosensor design and fabrication. Section V shows the 

experimental characterization. Section VI describes the sensor 

analysis, introducing the experimental results and comparisons 

with previous sensor technologies. Finally, Section VII presents 

the conclusion and final considerations. 

II. THEORETICAL FOUNDATION 

The block diagram of the proposed microwave sensor with 

signal encoding and recirculation loop is shown in Fig. 1. The 

architecture proposed here is general enough to be considered a 

platform for bio(chemical) sensor applications with adjustable 

sensitivity. This claim is supported by the various degrees-of-

freedom offered by this technology, where all adjustable 

parameters affect the sensitivity and, ultimately, the sensor 

resolution. These parameters are the binary message m(t) (type, 

length, and bit duration), the orthogonal sequence c(t) (type of 

code, code length, chip duration, pulse shape), the number of 

signal recirculations (N), and the carrier frequency (f0). An 

exhaustive combination of all these parameters is beyond the 

scope of this paper so, to restrict the possibilities, we have 

assumed the following: 1) m(t) is a two-bit return-to-zero (RZ) 

sequence [1 0] with bit period Tb; 2) m(t) is encoded with a 

Walsh-Hadamard (W-H) spreading sequence, similar to those 

used in code division multiple access techniques [50]; 3) the W-

H (sequence of 1s and 0s with 50% duty cycle) sequence has a 

fixed length of 32 chips, where chip is the time interval of 

length Tc corresponding to one symbol of the spreading 

sequence; 4) the bit duration Tb = Tc×32. The sequence length 

of 32 chips has been chosen due to the sampling rate limitation 

of our arbitrary wave generator (AWG). 

 
Figure 1 - Block diagram of the microwave sensor with recirculating loop. 

 

Authorized licensed use limited to: UNIVERSIDADE DE SAO PAULO. Downloaded on December 08,2020 at 20:09:31 UTC from IEEE Xplore.  Restrictions apply. 



1530-437X (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2020.3033970, IEEE Sensors
Journal

8  IEEE SENSORS JOURNAL, VOL. XX, NO. XX, MONTH X, XXXX 

 

Thus, from Fig. 1, after multiplying m(t) by the W-H 

spreading code c(t) we obtain a signal p(t) = m(t)c(t), where 

each bit period Tb now becomes divided into chips with duration 

Tc.  Next, p(t) is multiplied by the carrier frequency as follows,  

 ( ) ( ) ( )0 cos ,x t p t t=  (1)  

where ω (=2πf0) is the angular frequency. Chips are usually 

square pulses in CDMA technology. However, here we explore 

three different chip pulse shapes, namely, Gaussian, triangular, 

and trapezoidal (where the trapezoidal is the best representation 

for square pulses in practical setups). Figures 2(a)-(f) show the 

signal profile of m(t), c(t), p(t), x0(t), yN(C,t) and y
N
' (C,t), 

respectively. yN(C,t) represents the concentration-dependent 

signal output, while y
N
'  is their demodulated and decoded form. 

Figures 3 (a)-(c) show the Gaussian, triangular, and trapezoidal 

pulses as function of time, respectively, and their respective 

MOSC spectra (d)-(f). The Gaussian pulse has a full width at 

half maximum of Tc/8, so that approximately 100% of the pulse 

energy is within the chip time slot. We assume rise and fall 

times of Tc/2 for the triangular pulses, and Tc/4 for the 

trapezoidal pulses. 

Using these chip pulse shapes, the propagation sequence, 

x0(t), is allowed to recirculate through the biosensor as many 

times as the desired accuracy requires. A counter K (K = 0, ..., 

N) is included in the feedback loop to count the number of 

circulations. During the first circulation (K = 0), switches S1 and 

S3 are closed and S2 open. However, switch S1 remains open 

during all recirculation cycles (K > 0) with the signal input 

updated as follows,  

( 1)K Kx y −= .         (2) 

After finishing the recirculations, the propagated codes are 

synchronously decoded at the receiver end. The signals 

propagated through pure water are used as reference to align the 

other samples with their respective base signal for the decoding 

stage, keeping the delay between them. Since ε and tan δ are a 

function of the sample concentration, the delay and attenuation 

suffered by every propagating signal are automatically 

incorporated into the decoding process. In order to recover the 

information transmitted through the sensor, the signal yN(C,t) 

must be demodulated and decoded. As follow, 

( ) ( ) ( ) ( )' , , cosN Ny C t y C t c t t= .     (3) 

Finally, we calculate the energy by integrating y
N
' (C,t) as 

follows, 

 ( ) ( )
2

'

0

, d ,

T

N NE C y C t t =  
   (4) 

where EN(C) is the signal energy after N recirculations, and T is 

the signal period. Next, we discuss two different schemes for 

this sensor approach. 

It is important to emphasize that the recirculation loop 

requires the signal to be pulsed. The choice of pulsed 

propagation signals are as follows: (i) single pulse, (ii) binary 

sequence, and (iii) orthogonal code sequences (Walsh-

Hadamard, in our case), with the last two of arbitrary length. 

With a (i) single pulse signal, it is virtually impossible to resolve 

the energy variation as function of the concentration, 

particularly for glucose because the sample permittivity varies 

only slightly over the range of interest. This occurs because 

both the dispersion and time delay after propagation are 

insignificant compared to the bit length Tb, as will become clear 

as the text progresses. The (ii) binary sequence, unfortunately, 

suffers from the same problems experienced in (i). But it is 

worth emphasizing at this point that, regardless the choice of 

signal (i, ii, or iii), the bit length Tb must always be the same. In 

contrast, the chip duration Tc changes according to Tc = Tb/32, 

with 32 as the number of chips defined here based on our 

hardware limitation. Thus, Tb is much longer than any variation 

it might suffer due to chromatic dispersion and time delay, 

rendering it essentially constant in terms of energy content for 

different analyte concentration. Moreover, the minuscule 

energy variation of each pulse makes this type of sequence more 

 
Figure 2 - Encoding and modulating processes, where (a) is the code message, 

(b) the orthogonal sequence, (c) the encoded message, (d) the modulated 

encoded message, (e) the encoded message after propagating through the 

sample, and (f) the message recovered after propagating through the sample. 

 

 
Figure 3 - (a) Gaussian, (b) triangular, and (c) trapezoidal pulse shapes for the 

chip pulse used on the MOSC. (d)-(f) are their respective MOSC frequency 

representation.  

 

Authorized licensed use limited to: UNIVERSIDADE DE SAO PAULO. Downloaded on December 08,2020 at 20:09:31 UTC from IEEE Xplore.  Restrictions apply. 



1530-437X (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2020.3033970, IEEE Sensors
Journal

8  IEEE SENSORS JOURNAL, VOL. XX, NO. XX, MONTH X, XXXX 

 

prone to post-processing errors and detection ambiguity issues. 

Finally, we are left with the orthogonal code sequences, where 

a binary sequence is encoded according to a predefined 

signature. What makes these sequences attractive to this 

approach is that the decoding process is extremely sensitive to 

the propagation channel non-idealities (this is a classical issue 

in CDMA telecommunication systems). Therefore, the longer 

the encoded sequence received, the higher the impact of the 

signal degradation on the correlation process and, consequently, 

the higher the sensor sensitivity. The choice for W-H codes is 

because this sequence completely satisfies all requirements and 

limitations for experimental implementation with our current 

infrastructure. Next, we discuss two different schemes for this 

sensor approach. 

III. APPROACH 

We realize this sensor approach by means of two different 

schemes. The first scheme (A) consists in experimentally 

extracting the S-parameters and, through a mathematical 

algorithm (via sensor transfer function), we obtain the analyte 

concentration. This concept is straightforward to implement 

because it does not require additional hardware (only a vector 

network analyzer (VNA) and a computer). Moreover, we use 

this scheme to optimize all sensor parameters, i.e., f0, Tc, pulse 

format and N, to achieve the highest possible sensitivity. These 

optimized parameters are used in the second scheme (B) which 

is essentially a hardware implementation of the first. This 

second approach is used here as proof-of-concept for future 

integration of the sensor.  

Differently from conventional microwave sensors (based on 

continuous wave) [25], [35]–[42], here we explore the analyte 

frequency dependent permittivity (chromatic dispersion) and its 

impact on the pulse shape at the end of each propagation cycle 

(recirculation). Usually, the analyte concentration variation is 

not strong enough to be sensed at the device output, such as in 

glucose sensors. Therefore, the more the pulse sequence 

interacts with the analyte (via recirculation), the better. In this 

sense, the number of recirculations is limited by the combined 

loss of both the sensor structure and the analyte, and the 

detection sensitivity.  

An important issue regarding the approach in Fig. 1 is the 

chip bandwidth. Large bandwidths, although desirable from the 

chromatic dispersion point of view, may cause the pulse 

frequency components to disperse into S21 regions whose 

frequency dependence is not well-behaved. When that occurs, 

the S21 curves for different analyte concentrations follow an 

irregular behavior difficult to resolve during signal processing. 

To solve this issue, we recommend shorter chip bandwidths and 

well-behaved S21 curves, i.e., curves unambiguously separated, 

sequentially following the sample concentration within a given 

bandwidth. 

A. Transfer-function scheme 

This scheme consists in extracting the biosensor transmission 

S-parameters for different concentrations, S21(C,f), which is 

experimentally accomplished with a VNA. The block diagram 

of this scheme is schematically shown in Fig. 4. Note that x(t) 

is generated according to Fig. 1 and Eq. (1). However, to use 

the scattering parameters, we need to Fourier transform (FT) 

xK(t). Note that when K = 0 at the sensor input (i.e., no 

propagation and recirculation through the sensor), X0(f) 

depends only on the frequency (it depends on both frequency 

and concentration for K > 0).  Thus, for K = 0, 

 ( ) ( ) -j2π

0 0 dftX f x t e t



−

= 
. (5) 

Next, we numerically calculate the output signal FT after N 

propagations through the sensor, YN(C,f), as follows,   

 ( ) ( ) ( )
1

0 21, , .
N

NY C f X f S C f
+

=   
   (6) 

Note that the frequency response of the output signal must be 

obtained for each concentration. Thus, the biosensor response 

in time domain, yN(C,t), is calculated by inverse Fourier 

transforming YN(C,f) after passing through a Gaussian filter, 

G(f), as follows, 

 ( ) ( ) ( ) j2π1
, , d .

2

ft

N Ny C t Y C f G f e f




−

= 
   (7)  

 The Gaussian filter is centered at the operating frequency of 

each case, with a 20 MHz bandwidth. The demodulated and 

 
Figure 4 - Block diagram of the sensor operating principle of scheme (A) 
relating the substance concentration with the energy at the sensor output via 

Fourier Transform in frequency domain. 

 

Table 1 - Sensor geometric parameters in (mm) relative to Fig. 6. 

l1 l2 lt a b A B Hc 

3.1 3.3 30 20 1 96 32.7 4.3 

        

Hd Dw Lc Din Dout DCin DCout  

1.6 0.6 23.8 2.3 3.5 1 1.5  

 

 
Figure 5 - Schematic diagram for the experimental implementation of scheme 
(B), where the measured energy is compared with that of scheme (A) for 

validation purpose. 

Authorized licensed use limited to: UNIVERSIDADE DE SAO PAULO. Downloaded on December 08,2020 at 20:09:31 UTC from IEEE Xplore.  Restrictions apply. 



1530-437X (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2020.3033970, IEEE Sensors
Journal

8  IEEE SENSORS JOURNAL, VOL. XX, NO. XX, MONTH X, XXXX 

 

decoded signal y
N
' (C,t) is calculated by substituting yN(C,t) back 

into (3). Finally, the signal energy EN(C) is obtained with the 

help of (4).  

B. Hardware implementation scheme 

The optimized MOSC parameters from the first scheme are 

now used in the hardware implementation schematically shown 

in Fig. 5. Here, the signal is analyzed in time domain, and the 

energy EN(C) is calculated after the signal has physically 

(re)circulated through the biosensor. The signal xK(t) is 

generated with an arbitrary wave generator (AWG), which is 

also responsible for reinjecting the signals to be recirculated 

back into the sensor input.  

The signal (re)circulation circuit operates as follows. First, 

the signal x0(t) is injected into the sensor input by the AWG. 

Assuming no recirculation at the moment, after propagating 

through the sensor, the output signal y0(C,t) is acquired by a 

high-frequency oscilloscope (HFO) and then post-processed 

with a Matlab code. In the Matlab environment, we calculate 

y
0
' (C,t) and E0(C) from (3) and (4), respectively, from which we 

estimate the sample concentration. If recirculation is required, 

the signal y0(C,t) from the HFO is loaded with a flash drive back 

into the AWG and renormalized to produce the next input signal 

x1(C,t), which is then reinjected into the biosensor to produce 

y1(C,t). This procedure is repeated N times, until the desired 

number of recirculations is reached. This process is time 

consuming but will be fully automated in future 

implementations of this sensor. When all yN(C,t) are measured, 

the data is post-processed in Matlab to obtain y
N
' (C,t) and EN(C) 

from (3) and (4), respectively. Finally, the sample concentration 

is obtained from EN(C). In the next section, we discuss the 

design of the microwave biosensor.  

IV. BIOSENSOR DESIGN AND FABRICATION 

The proposed biosensor is a two-turn spiral microstrip-line 

built on top of an FR4 substrate (εr = 4.3 - 0.05j) with a ground 

plane, as depicted in Fig. 6(a). We use an impedance matching 

transformer at the spiral input and output ports to avoid 

undesired reflections. Figures 6(b) and (c) show the sensor 

geometric parameters, while (d) shows its hardware 

implementation. We have added a thin layer of silver nitrate 

over the copper tracks to avoid oxidation and, consequently, 

signal degradation during the measurements, and also to extend 

the sensor lifetime. A 25-turn copper coiled capillary tube 

(through which the analyte is injected) placed above the 

microstrip spiral completes the sensor architecture. Note that 

the coil is not physically connected with the microstrip and the 

resonance is a result of the strong field interaction between the 

cooper coil and the microstrip spirals. We simulate this 

structure with the commercial finite element software HFSS 

15.0 from Ansys [51]. The copper coil is resonantly coupled 

with the microstrip spiral, as shown in Fig. 7 (a) for water filled 

capillary. The S21 behavior for the non-coiled capillary (empty 

squares), although somewhat wavy, is still adequate for the 

 
Figure 7 – Sensor behavior under different operating conditions. (a) Measured 

(squares, solid lines) and simulated (squares, dashed lines) frequency response 
without and with the coil. Electric field over the microstrip line (b) without and 

(c) with the coil.  

 

 

 
Figure 6 - Proposed biosensor: (a) 3D view of the biosensor (ground plane not 
shown), (b) capillary and coil dimensions and (c) line dimens ions. (d) is the 

fabricated sensor. 
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purpose of pulse dispersion management, as discussed in the 

beginning of section III.  

The electric field distribution surrounding the non-coiled 

capillary, shown in an orthogonal plane with respect to the coil 

longitudinal axis in Fig. 7 (b), indicates that the current along 

the microstrip induces a weak electromagnetic field above the 

sensor and, consequently, a weak field interaction with the 

analyte. However, when the coil is present (solid squares), as 

observed from the simulation (dashed lines) and experimental 

(solid lines) curves, we obtain a strong resonance around 1.43 

GHz, adopted here as the sensor operating frequency. Figure 7 

(c) shows the intensification of the electric field surrounding the 

coiled capillary at resonance. At this condition, the field 

interaction with the analyte increases substantially, leading to 

higher sensitivity and resolution. Table 1 lists the optimized 

sensor geometrical parameters used during simulation and 

fabrication.  

V. EXPERIMENTAL CHARACTERIZATION 

Before we proceed with the experimental characterization, it 

is worthwhile explaining why we have chosen glucose, IPA, 

and acetone as our test analytes. These substances allow us to 

stress the sensor performance via their concentration-dependent 

permittivity, ranging from slight variation (glucose) to 

substantial variation (acetone and IPA). To better understand 

the sensor characterization, we have organized this section as 

follows.  First, we explain how to obtain the frequency response 

for these substances. Next, we obtain their concentration-

dependent frequency responses and use them as transfer-

functions in scheme A, which allows us to choose the best 

operating point for each substance. We use these points to prove 

experimentally the concepts behind our approach. To prepare 

the glucose sample, we use serial dilution where a highly 

concentrated glucose sample (80 mg/ml) is successively diluted 

in pure water to obtain the concentrations of 40, 20, 10 and 5 

mg/ml. The IPA and acetone samples, in contrast, are diluted in 

water with different ratios, 1:1 (100%), 4:5 (80%), 3:5 (60%), 

2:5 (40%), 1:5 (20%), 0:1 (0%). The lowest concentration was 

chosen based on the accuracy we can achieve with our sample 

preparation methodology. Nonetheless, it is important to 

emphasize that smaller concentrations can also be resolved with 

our sensor technology, because the sensitivity can be controlled 

by changing the size of the encoded sequence. We use a syringe 

to insert each sample into the capillary tube, discarding the 

sample after the measurement is complete. The capillary tube 

cleansing requires only 5 ml of pure water between each 

measurement cycle. The frequency response of each sample is 

then measured with the VNA (Rohde&Schwarz ZVA 40) to 

obtain S21(f,C).  

Figure 8 shows the frequency response S21(f,C), with the 

concentration as a parameter, for (a) glucose, (b) IPA, and (c) 

acetone (all in aqueous solution). We used 5001 points for each 

substance, with an output power of 0 dBm and intermediate 

frequency bandwidth of 25 kHz. Note in (a) that the glucose 

concentration range is too low to produce a significant variation 

in S21 (due to the small change in the analyte permittivity in the 

considered concentration range [34]). The inset of this figure 

shows that the curves are sequentially arranged from left to right 

from low to high glucose concentrations. This arrangement 

comes from the well-behaved S21 responses that help to resolve 

the subtle glucose variations during signal post-processing.  

This discussion is also valid for the IPA and acetone responses, 

shown in (b) and (c). 

After extracting the frequency responses S21(f,C), we use 

them in scheme A to optimize Tc, f0, N, and the pulse shape. It 

is worth noticing that the optimum Tc, f0, N are those that 

produce the highest variation of EN(C) for different 

concentrations, especially for slight variations of C. In this 

sense, we define the figure-of-merit 

 
Figure 8 - Frequency response in magnitude for the three substances: (a) glucose, (b) IPA and (c) acetone for different concentrations. 

 

 

 
Figure 9 - Simulated F0 maps (no recirculation) as function of the chip period 

Tc, operating frequency f, and pulse shape. First, second, and third columns 

represent gaussian, triangular, and trapezoidal pulse shapes, respectively. 
First, second, and third rows represent Glucose, IPA and acetone, respectively. 
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which gives the simulated normalized energy difference 

between the two lowest concentrations, where C1 is for pure 

water and C2 is 5 mg/ml for glucose (C2 is 20% for IPA and 

acetone). First, we set N = 0 to obtain the Tc and f0 values that 

return the highest F0 for a single propagation. Then, we use 

these values to perform multiple recirculations (N) and to obtain 

FN for the three pulse shapes. The optimum set of parameters 

(Tc, f0, N, and pulse shape) is the one that produces the highest 

FN.  

Figure 9 shows the simulated F0 for scheme A with 1.4 GHz 

< f0 < 1.48 GHz and 0.1 μs < Tc < 1 μs for glucose (first row, 

(a-c)), IPA (second row (d-f)), and acetone (third row (g-i)). For 

the sake of visual clarity, F0 is set to zero at the Tc and f0 points 

where S21 is ill-behaved. The F0 maps show only the regions 

where the S21 curves are well-behaved, as previously discussed. 

The columns in this figure represents F0 calculated for Gaussian 

(first column (a,d,g)), triangular (second column (b,e,h)), and 

trapezoidal (third column (c,f,i)) pulse shapes. Note that the 

pulse shape has little to no influence on F0 for any of the 

substances. Consequently, the optimum f0 and Tc are identical 

regardless of the pulse shape. The optimum f0 is 1.435 GHz for 

glucose and 1.44 GHz for IPA and acetone. At these points, the 

variation between S21(f,C1) and S21(f,C2) is maximum, as seen 

in Figs. 8(a-c), and F0 increases with Tc until it saturates at 

approximately Tc = 800 ns for the three substances. This 

behavior occurs because, as Tc increases, the pulse bandwidth 

narrows, concentrating the code energy in the frequency range 

where the difference between S21(f,C1) and S21(f,C2) is higher, 

therefore increasing F0. However, at Tc = 800 ns, the energy is 

already concentrated in a narrow spectrum, and increasing Tc 

further does not significantly contribute to increasing F0. In 

addition, longer Tc values also mean longer periods for xK(t) and 

yK(t) and, consequently, longer recirculating and post-

processing times. The saturation of F0 for Tc > 800 ns shown in 

Fig. 9 indicates that there is a ceiling for the maximum pulse 

width to maximize sensitivity. Therefore, we use the smallest 

pulse bandwidth that still produces a high F0 value. Thus, 

assuming Tc = 800 ns (resulting in F0 = 0.05, 3.1, and 1.75 for 

glucose, IPA, and acetone, respectively) is a good compromise 

between operation time and F0.  

Once the optimization of Tc and f0 is complete (note that we 

are still in scheme A), the next step is to decide on both the pulse 

shape and recirculation N. Figure 10 shows the normalized 

energy difference FN as function of N for Gaussian (squares), 

triangular (circles), and trapezoidal (triangles) pulse shapes for 

glucose (a), IPA (b), and acetone (c) samples. The pulse shape 

does not affect FN significantly for N  3. However, for N > 3, 

the Gaussian pulse produces a marked enhancement in FN when 

compared to the triangular and trapezoidal pulse shapes. The 

narrow bandwidth of the Gaussian pulse profile favors the S21 

curves to be arranged sequentially, according to the sample 

concentration. The optimum recirculation number for glucose, 

IPA, and acetone is N = 7 (F7 = 0.38), 5 (F5 = 2045), and 5 (F5 

= 208), respectively. The curve saturation observed at these 

points occurs due to the sensor stopband behavior. The 

recirculation number provides a metric of how strongly the 

sensor sensitivity is affected with the increase of FN, that is, by 

approximately 8, 680, and 120 times for glucose, IPA, and 

acetone samples, respectively when compared to F0. Table 2 

summarizes the optimum parameter values for the three 

substances.  

VI. SENSOR ANALYSIS 

The optimum pulse shape and parameters for the three 

substances are now used in the implementation of scheme B. 

Figures 11(a)-(c) show the energy (normalized to pure water) 

for glucose (E7
Glu) (a), IPA (E5

IPA) (b) and acetone (E5
Ace) (c) as 

function of the concentration for schemes A (empty circles) and 

B (black squares). The energy in Fig. 11(a) is fitted by a first 

order polynomial given by, 

 3 3

10 7log ( ) 16.21 10 4,67 10 .GluE C− −=  +     (8) 

Each measurement is carried out 5 times, and the average error 

is 0.0468 a.u. (error in log10 base).  The sensor sensitivity is 

 
Figure 10 - FN as function of the recirculation number N for (a) glucose, (b) 

IPA, and (c) acetone. The pulse shape is taken as a parameter. 
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defined as the ratio between the variation of log10 (Eglu) to that 

of Cglu [48],  

 ( )10 1
log

0.0161 (mg/ml) .
glu

glu

glu

E
S

C

−


= =


       (9) 

Thus, we can calculate the sensor resolution by dividing the 

uncertainty (0.0468 a.u.) by the sensitivity Sglu [48], resulting in 

2.9 mg/ml. The normalized energy for IPA and acetone, both as 

function of the concentration (%), is shown in Figs. 11(b) and 

(c), respectively. These curves are best fitted by a third and 

second order polynomial, respectively, as follows,  

  ( ) 6 3 2

10log 7.976 10 0.0021

0.21 0.0317,

IPA IPAIPA

IPA

E C C

C

−=  + +

+

   (10) 

 ( ) 4 2

10log 4.841 10 0.1217 0.02.Ace Ace AceE C C−=  + −    (11) 

The average energy error for IPA and acetone are 0.03 a.u. and 

0.06 a.u., respectively. The calculated sensitivity for these 

substances is,  

 10

%

log ( ) 7.767(a.u.)
0.07767( . .) / %,

100(%)
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E
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The IPA and acetone sensor resolutions are then 0.39% and 

0.82%, respectively.  

 Next, we compare the performance of our sensors with those 

available in the literature [44-57]. It is worth pointing out that 

these works use a different technique to measure the glucose 

concentration. The most used parameter is the shift in the 

transmission parameters ΔS21, but there are other approaches 

such as ΔQ [46], ΔE (this work), among others [39], [43], [45], 

[52], [53]. Therefore, to make a fair comparison between our 

approach and those from the literature, we define here the 

normalized sensitivity, 

max 100N

X
X

S
C



= 


,       (14) 

where X is the parameter used to infer the analyte concentration 

and ΔC is the concentration range (in mg/ml or %). In our case, 

X is the normalized energy EN. For instance, comparing the non-

recirculation case with the best-case scenario for glucose (N =  

7), we find that the normalized sensitivity increases from 0.39% 

(mg/ml)-1 to 1.19% (mg/ml)-1. Therefore, the recirculation loop 

introduced here increases the glucose sensor sensitivity by 

205%. Next, we use the same procedure for the other two 

substances. For IPA, we obtain a normalized sensitivity of 

0.95% with N = 0, reaching 1% for N = 5. A similar result has 

been obtained for acetone, with a normalized sensitivity of 

0.94% with N = 0, reaching 1% with N = 5. Therefore, a 

sensitivity increase of 5% and 6% for IPA and acetone, 

respectively, is obtained with the present approach. Table 3 lists 

a comparison between different microwave glucose and IPA 

sensors currently available in the literature and our approach 

(no acetone sensor approach is currently available). We have 

selected the best relative sensitivity (SN) from the selected 

publications, and the cases where the sensitivities depend on the 

ΔS21 parameter the normalization is made in linear scale. Note 

that the sensor proposed here has both the highest sensitivity 

(1.19% (mg/ml)-1) and resolution (2.9 mg/ml) in the 0-80 mg/ml 

concentration range for the glucose. Our approach also exhibits 

the highest sensitivity for IPA when compared to [52]–[55]. 

Moreover, our sensor operates at a lower frequency (1.4 GHz) 

compared to other approaches and utilizes a cheap substrate 

(FR4). The only drawback is the larger sample volume when 

compared to other sensors.  

VII. CONCLUSION 

In this paper, we have implemented, both theoretically and 

experimentally, a microwave biosensor based on encoded pulse 

propagation and microfluidics. The structure consisted of a 

 
Figure 11 - Normalized energy as function of the concentration for (a) glucose 

(in mg/ml), (b) IPA (% volume), and (c) acetone (% volume). 

Table 2 - Defined parameters for the MOSC signal. 

Substance f0 (GHz) 
Tc 

(ns) 
F0 

 
N FN 

Chip 

format 

Glucose 1.435 800 0.05  7 0.38 Gaussian 

IPA 1.44 800 3.00  5 2045 Gaussian 

Acetone 1.44 800 1.73  5 208 Gaussian 
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double-spiral transmission line on FR4 substrate 

electromagnetically coupled to a copper coiled capillary tube 

above it. The working principle for improved sensor 

performance was the propagation of an encoded sequence of 

short pulses (32-chip Walsh-Hadamard spreading code with 

variable temporal length) in a recirculating loop to enhance the 

sensitivity and accuracy. The signal energy is a function of the 

analyte concentration in aqueous solution and arises due to 

changes in the electric permittivity. The encoding sequence 

recirculates through the structure as many times as necessary 

both to achieve the desired sensitivity and to reduce the error 

between successive measurements. Once the recirculation is 

finished, the energy of the code at the sensor output is 

calculated, providing a causally related response to the analyte 

concentration. 

The experimental results proved the improved sensitivity of 

this sensor approach for the case of glucose with 2.9 mg/ml 

resolution. Furthermore, we have also demonstrated the 

potential of this technology as a sensor platform by 

investigating other chemical compounds such as isopropyl 

alcohol (IPA) and acetone, both with a sensitivity of 20% of the 

volume. The outstanding performance, both in terms of 

accuracy and sensitivity, situates the present multi-purpose 

approach within the state-of-the-art of microwave 

(bio)chemical sensors. Finally, another positive aspect of using 

orthogonal sequences, not explored in this paper, is the use of 

multiple encoded sequences simultaneously to probe additional 

responses of a given sample. In fact, this is the next step in the 

evolution of our current approach. The use of multiple 

sequences is related to two fundamental properties of code 

formation, namely, orthogonality and cardinality, that 

potentially paves the way to improving current sensor 

technologies and exploring new ones. 
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